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MATH 54 MIDTERM 2 - November 14, 2019, 5:10-6:30pm

Your Name

SOLUTIONS

Please exchange student IDs to record the

Student ID

names of your
two closest

seat neighbors

Do not turn this page until you are instructed to do so.

Show all your work in this exam booklet. There are blank pages for scratch work, but
please do not remove any pages! If you want something on an extra page to be graded,
label it by the problem number and write “XTRA” on the page of the actual problem.
In the event of an emergency or fire alarm leave your exam on your seat and meet with your
GS1 or professor outside.

This exam consists of 4 problems, each of which has parts (a) and (b), in the general topic areas
1) dimension and coordinate systems, 2) eigenvalues and eigenvectors, 3) second order ODEs, 4) first
order linear ODE systems.

Point values are indicated in brackets to the left of each problem, add up to a total of 80, and so can be
used as guide for managing the 80 minute exam time.

Each part of (a) yields full or no credit, and you don’t need to show work. To ensure credit please put
each answer (and only the final answer) into the given box. Empty boxes will receive automatic
score 0, so if your answer is elsewhere, put at least an arrow into the box.

Parts (b) can yield partial credit, in particular for explanations and documentation of your approach,
even when you don’t complete a calculation. In particular, if you recognize your result to be wrong
(e.g. by checking!), stating this will yield partial credit. On the other hand, wrong or irrelevant state-
ments mixed with correct work may result in reduced credit.

When asked to explain/show/prove, you should make clear and unambiguous statements that would
be accessible to another student. In particular, use words or arrows to indicate how formulas relate to
each other. You may use any theorems or facts stated in the lecture notes, script, and the book sections
covered by the course up to Nov.8 — after stating them clearly. If you use theorems or facts that you
know from other sources, you will obtain full credit only if you include proofs that derive them from
the current course material.
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1a) The dimension of a subspace H C R" is defined to be ...

Ehe number of vectors in a basis of H

Given the basis B = { [ i } , { f } } of R?, the vector x € R? with coordinates (x| = { j ] is

3[4)+ ]3] =[5 s

Given the basis B = {2t* — 1,4t — 3, 6t*} and the basis C = {2t%, 2t. 1} of Fa. compute the change-
of-coordinates matrix defined by P[x]s = [z]c.

P=[ll . [bs)e]

1-2¢? Yt-3 ¢l

+0-2¢ O'El‘*l 3.%*7_

Al 4226 vk
t-3)1  +0-1

I O
r-110 2

3
V)
-l -3 0

Given vectors vy, ..., v, in a vector space V and a basis B = {by, ..., b,} of V, write “none”, “=",
“«=", or “"«" into the box for the implications between the following statements:

¥1,. .. vy, are linearly independent in V' @ [v1]8, - . . [vy]ss are linearly independent in "

"=>' because coordimate mapping ts Linec
he=" Linear & ove—to-ore




[10] 1b) The rank theorem can be formulated for any linear transformation T : V' — W between finite
dimensional vector spaces V, W, Tt says that dimrange(7T") + dim kernel(7") = dim V.
Use this to explain Ih&ﬂw one of tle Fo@wma facts:
(i) A homogeneous system of m linear equations for n variables has at least n — m free variables.

(ii) A linear transformation 7" : V' — V' (for V' finite dimensional) is onto if and only if it is one-to-one.

(C) Solution set of the S‘ys‘km s kenmel of o matrix

transformation T: R"— TRM, so
# free voviables = dimbonsl T = din K = don 0092 (T)
=h

2 n-m
runge (T) csa mbSpace of Rm' so plipension LS M

(i) T ore-to-one &5 kernel (T)=E03 c——> din borsl (T) =
(anyo-wormbspare has a.baﬂs so Az \)

T onto & W(T):V —[=> do}nW(T)=aﬁnV

(I-(: He V has bascs with omV VCCéOrS' then ‘(:kJ,Se>
)
k

m oV l&m&/ Wb’mdnb vecbors also Spom \/ (Lyo.TI\m

> dinvange (T) = dom range (T) + di bl (T)
E2 0 = dp bondl (T)

EF T one-to-one

s above
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[3]  2a) The eigenvalues of[ 25 -3' ] are Lr "'l: ) Ll-— L

0= (S-AB-N)+2
= )N-QAFIS+2 A= 4 +Yig-17

—_ =
— o
o= =

[3] A basis for the A = 4 eigenspace of |i

i

pas=[id )22 W

X, +Xot X330 ) Xz, %4 free

1

[4] ]famutrixsatisﬁcs,fi‘.[{}]:\/5 n]__ A[—l]:\/ﬁ{—l L

3

then we can diagonalize it A = PDP~" with

| 2 0
= [0 - |] and D=
301




[10]  2b) Define the notion of similarity between matrices 4 and B.

—10 50
=5 20
specifying the similarity transformation as well asssratrdo® o, belR

A s simibor 0 B i€ PAP=B for some inotibe P

[ a -b ?}by

Then, given A = )
. b a 7

} , find a similar matrix of the form £ =

conplex lgpavelee 200200 423
Wb (ANT) = Clo-0)(20-A) +5:50 = A+10A=20

= AL-10A+50
yoots A=512 V2s-50=5%5¢

5-5( elgmvedbor

(3+0)(3-%)

" .
-l0-515¢ 50 -3¢ |o“ [| —3'L]
|~ N\~ 0 fo)
[ -S 20-S+51 -1 3+

¥ - (3+C) X2 = (@)

B4+l
y:[ \ -k é;tg‘\ X2 free
By o Theore, ] i P [er ] [3 l"
-l = S - wi = v v\= | o)
P AP [5 : ] Lr ol
votation maérix with r'fv §% 5% = 5V2

VT Ly
DO=2=E =50 ~30="

A}[brnaﬂuz u:u” T+5i e«,’nvec{:or y;ddg
L | Y
P-ATJ’[__ESJM% 'P—-[ ] owd r=572,6=""%




[3]1  3a) The general solution of y”(t)+4y(t) = 0 is Y&)g C' mlé _rcz 9’;‘ z.b
mth c,C € fR
rivd =0 2t
r=1t20 ~3 complx solution & =cnU+Lom2t
~) veud & Cmayl‘nawy pa-’l"

[2] A solution of 4"(f) + y(t) = t* — 1 can be found using the Ansatz
{Hint: Give a formula for y with unknown coefficients. You do not need to compute the coefficients.)

yi6)= A+Bt +Ct?
AB,CE R wknovin

-t -t
[3] The general solution of "(t)+2y'(t)+y(f) =0 is Y‘f)‘-’- C. e + C‘Zt&
with € C2.€ R

Ftar+| =0
r=-xY('=-| mw&"ﬁ'd"y 2 J

[21 A solution of y”(¢) + 2y () +y(t) = e* cost can be found with the Ansatz
{Hint: Give a formula for v with unknown coefficients. You do not need to compute the coefficients.)

Yib) = Aent +Be ot
ABe R wnkvown




[10]  3b) Determine the general solution y of a(t)y"(t) + b(t)y'(t) = t* from the following information,

and prove your formula without the use of theorems.
(1) a,b € C> are given so that T : C* — C™, y v ay” + by’ is a linear transformation.
(2) ogit) = 1* satisfies a(0)X(1) + D(1)p(1) = 8i°.

(3) The general solution of a(t)y"(t) + b(t)y'(t) =0 is y(t) = c; + 31? forep,cp € R

Solutton = Pmﬁculw sotution + Mhomoﬂu Solot o
Vi) = $t1+ cr at®  with aceeR
3
2 -
Proot: [34trcrent®] = $TIE T+ Tlarat’] =t

PN

=93 =0 by (3)
To See that e ant no ey (2)
Fuprthor sotutions, assume ye(® sofves
\ — Aoyd —
Tly-3t') = T -3T} =47 -3 3¢ =0

S0y -3t sobes Ye homogeeous cquation, and by (2)

T[Yj=1‘:3, o

\/Lé)—-}{;‘f = ¢, +C t° for some C (G2 ETR
2 . ‘
Thes L‘mfldcs that Yu') = ?!'y""ct"'cz{' Cs of He thacwed torm,



x3 = Y'= Sy'x0y'-3y ve’ =

[4]  4a) The differential equation y" (1) —54"(t) + 3y(t) = € is equivalent to a first order system

et

‘ O\ O (4] Y‘
X = 001 2—‘ + 0.‘ by the substitution x = Y
- 30 5

[3] If a matrix satisfies A [ (1] ] —P2 { 0 ] and A [ 2 ] = —10 { g } then the general solution of

1 3

XN -bt [2
the ODE system x' = Ax is x(t) = Cle l] + Cze 3

with CitCo eR

[31 Tfareal 2 x 2 matrix A satisfies A { i ] = (3 2i) [ i ] then the general solution of

3t [~ 2t =3¢ cn 2¢
the ODE system x' = Ax is x(t) = Clc CH2t + Cz e s 2t ||

with ¢ c€lR

Complex "’“.“" |
899 [ ] ¥ antt et [ ])

_ W [-mm2t . =3t co'l-b]
=e [oo:Zt +L€e fn'v\?Je

5

t
G %z +0x2-3%,+¢

rcald
( M’[nav,

pomds



. . 0 2 9 , r
[10]  4b) Find the solution x(t) of x'(t) = { ; 5 } x(1) + [ 6 } with x(0) = {]] }

he “
eigmvaluty : roots of A2N) -2 = At +2N-9
~SA=-| VT3 =-1£3 = -4%,2

A=2 eigenvedor: [—;L 'z [", 17 %20 ~7 YT [ull

~=) homogereous sotntion e [

At (1 2] 1 1] 20 = v fi]

~=5 homogereOs sotution €1° z}
Ansats For porbicdse sdbtipn: XH)= [¢] .
plag 7 25"[31 = [ 3]=-[¢]= [zf—zb-G]

Sobve 2b =2 b=\ e b°
Yo -2b =6 & ko = 6+2b =3 )

phg = zte)‘[] 4t [
P ) e e

initial vale - x00)= [7] *C'[]*’C"[ ] = [0]

24C-Cp=| o C—C2="1 C =+l
| O-C,+2C2 =0 C|*2C7_=-l Cz=°

= xto)=[?]- (1]

_—
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