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Math 128A - Final Exam
Spring 2000 - Nate Brown

1) (10pts) Assume M is a constant, IV is a function of b and M = N(h) +

R+ hS bt Use Rtichardson’s extrapolation to find a function N and
constants K3, Ry, ... such that M = N(h)+K3h®+ K h*+. -« . (Hint: Replace
h with 2h.)

2) (10pts) Use a divided difference table to find a cubic polynomia! whose
graph passes through the points (—1,2), (0,1), (1,0) and (2, 5).

3) (20pts) Use Taylor’s theorem to prove that if f € C*[a,b], #y € [a, 8] and
h > 01is such that @0 + h € [a,b] then there exists £ € [mg, zg -+ b] such that

F(z) = 1/h (f(a:n - f(-'rn)) Q) /2.

4) Let f(z) = 2% + (1/z). Let (,, be the Newton polynomial and Ha,o| be
the Hermite polynomial which interpolate f at distinct points zg,... , %, € [2,3].

a} (10pts) Find an n such that |f{z) — Q.(z)| < 1078 for all ¢ € [2,3].
b) (10pts) Find an n such that |f(z) — Hont1(x)] < 1078 for all z € [2,3].
5) (20pts) Use the first Lagrange interpolating polynomial (at the endpoints)

to prove the simple Trapezoidal rule. That is, prove that if f € C?[q,b] then
there exists £ € [a, b] such that

(-

b b—a a)?
[ 1@z =22 1@ + s + L0,

(Use the identities [ £=¢dy = [’ 2=bdp = &8 and [(z—a)(z—b)de = =1 )

130
6)Let A=] 0 1 0 |.
2 0 3

a}{10pts) Find elementary matrices 4, Az such that A;A; A is upper trian-

gular.
—_ 1 —_
b){(10pts) Let 6= 2 |.Find a vector ¢ and an upper trionguler matrix
3

A such that if  is a solution to A z=c¢ then 7 is also a solution to A T = b.
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7) a)(10pts) f T € M, (R), c€ R® describe an iterative technique for solving
the fixed point type problem z=T = + ¢. '

b}(10pts) Describe the Jacobi method for solving linear systems.

A 20
c}(5pts) Will the Jacobi method convergeif A= 0 2 1 |7
11 4

8)(10pts) Assume A € M,(R) is invertible and we wish to solve the linear
system A ;—? In general, the Gauss-Seidel method applied to this system
will not converge. Find a linear system B Z=¢ with the properties that 4) if T
is a solution to the equation B T=T then « is also a solution to the equation
AZT=p and #) the Gauss-Seidel method will converge for the equation B z=c.

9) Assume y(¢) is the unique solution to the initial value problem % =

fy), e<t<b ylo)=a Leth=(h—a)/mti=a+ih (1 <1< n), wp=a
and wipr = w; + he(ti, wy, ), 0 < i < n— 1, for some function ¢.

a){5pts) Define the local truncation ervor.
b)(bpts) Define consistency.
¢)(5pts) Define convergence.

d){(20pts) If f(¢t,y) = t*et — 3t%y, prove that the modified Fuler method will
converge. (Recall that for this method wiiq = wy + B/2[F (&, ws) + fltepr, wi +
hf(t'i,‘ll)i)).)

10) a)(3pts) Let {y,,} be a convergent sequence of numbers with limit .
Deline what it means for {y,} to converge quadratically (i.e. with order of
convergence 2).

b)(26pts) Assume f € O%®{a,b], p € [a,0], f(p) =0 and f'(p) # 0. Prove
that there exists § > 0 such that for any initial guess my € [p— 4§, p+4], Newton’s
method will converge (at least) quadratically to p.
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